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6	AI/ML management use cases and requirements
[bookmark: _Hlk134626122]6.2	ML training phase
6.2.1.2	Use cases
[bookmark: _Toc106015858][bookmark: _Toc106098496][bookmark: _Toc134614635][bookmark: _Toc134626383][bookmark: _Toc134632605][bookmark: _Toc134633530][bookmark: _Toc134633970]6.2.1.2.A	ML Knowledge Transfer Learning requested by consumer
During the whole workflow of AI/ML management, it is often assumed to have the similar data distribution and feature space for training and inference. However, in the real world, Nonetheless, in practical applications, sustaining this assumption becomes arduous, as following issues would be met:
-	Labelled training samples are limited in quantity. For example, the data set of mobility would be more by day but not enough in the night.
- 	Data distribution undergoes changes. For example, data distribution is correlated with time, location, or other dynamic factors. As dynamic factors change, the data distribution shifts, rendering previously collected data obsolete, necessitating the reacquisition of data and the reconstruction of models.
The utilization of ML Knowledge Transfer Learning (MLKTL) would help the MLT MnS consumers solve the foregoing mentioned issues by transferring the knowledge contained in one or more ML model to another (i.e., the target ML model). The scarcity of labelled data could lead to severe overfitting issues in classical supervised learning, through the transfer of knowledge from auxiliary domains to enhance the learning performance of the target model. The concept of knowledge here represents any experiences or information gathered by the ML model in the ML Knowledge Transfer Learning MnS producer through ML training phase. Transfer learning relies on task and domain similarity to deduce whether some parts of a deployed ML model can be reused in another domain / task with some modifications. 
However, such utilization of transfer learning is relied on the decision of the MLT consumer to solve the specific case which means the MLT MnS consumer should have the capability to set the policy on when, where and how to proceed the ML knowledge transfer learning. 
Therefore, the MLT MnS consumer should also have the capability to manage the process of the MLKTL based on the policy.
6.2.1.3	Requirements for ML training
Table 6.2.1.3-1
	Requirement label
	Description
	Related use case(s)

	REQ-MLT-MLKLT-1
	The MLT MnS producer should have a capability to allow an authorized MLT MnS consumer to request the MLKTL for a target ML model.
	ML Knowledge Transfer Learning requested by consumer (clause 6.2.1.2.A)

	REQ-MLT-MLKLT-2
	The MLT MnS producer should have a capability to allow an authorized MLT MnS consumer to manage the process of the MLKTL, e.g., to suspend, resume or cancel.
	ML Knowledge Transfer Learning requested by consumer (clause 6.2.1.2.A)

	REQ-MLT-MLKLT-3
	The MLT MnS producer should have a capability to allow an authorized MLT MnS consumer to set the policy on when, where and how to proceed the ML knowledge transfer learning.
	ML Knowledge Transfer Learning requested by consumer (clause 6.2.1.2.A)
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